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Introduction
This document presents the UK networking capacity required by GridPP for LHC operations for the period 2021 - 2024. This is prepared mid 2021 during LHC long shutdown 2 (LS2) prior to Run-3.

The scope of this report includes: 
The LHC schedule
ATLAS, CMS and LHCb experiment requirements
Tier-1 usage and connectivity
Tier-2 connectivity
IPv6 readiness
LHCONE statement
Perfsonar statement
Jisc liaison statement

Executive Summary   

The LHC is now approaching its Run-3, which is due to start in 2022 and will finish at the end of 2024. The LHC has historically been very successful, leading to larger data rates/volumes than expected.  The summary of the information from experiments and previous experience is:
· We expect that the CERN Tier-0  RAL Tier-1 network requirement will rise to approximately ~200 Gbit/s by 2024. The majority of Tier-0  Tier-1 data will continue to be transferred via the LHCOPN for the foreseeable future.  The Tier-1 is joining the LHCONE in 2021 and this will allow the Janet link to also be used to transfer data to CERN and the other Tier-1 sites if the capacity is required.
· The Tier-1 connection to Janet is excellent at present, being a 200 Gbit/s resilient link. We anticipate that this should be adequate for Run-3 (as it does not carry the primary CERNRAL traffic).

· In the next 2 years, the “large” Tier-2 sites (Glasgow, Imperial, Lancaster, Manchester, QMUL, RAL) are likely to need up to 100 Gbit/s for all LHC traffic. In fact, several are already connected at 100 Gbit/s which demonstrates excellent forward planning with Jisc.

· We expect the “other” Tier-2 sites to require 10-20 Gbit/s for LHC traffic, though there are some “medium” sites that currently have a high network I/O rate and a connection bandwidth similar to the larger sites.

· The summary of the scale of connection required is: 
· Tier 1: 200 Gbit/s  
· Tier-2 (large): 100 Gbit/s 
· Tier-2 (other): 10-20 Gbit/s   (and in some cases possibly 40 Gbit/s)

· The RAL Tier-1 is imminently joining LHCONE. The Imperial and RAL-Tier-2 sites will continue their LHCONE connectivity. Other Tier-2 sites will investigate feasibility/difficulty of joining LHCONE.

· GridPP thanks Jisc for its continued pro-active engagement with the LHC programme which has led to the UK continuing to be in an excellent position in respect of network bandwidth planning.

LHC Schedule  
The latest LHC schedule is shown below. Starting in 2022 the LHC will commence its Run-3. All of the LHC detectors have been upgraded in full (LHCb) or partially, and will consequently increase their data rate outputs considerably.
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Figure 1:  LHC Schedule
· 2021: Last year of Long-Shutdown-2. This year will include a (network) data challenge (Q4)
· 2022: Run-3; year 1
· 2023: Run-3; year 2
· 2024: Run-3; year 3  
· possible Run-3 extension in 2025
Experiment Requirements 
Information from the individual experiments that sets the scale for network connectivity is provided below.

ATLAS

During the LHC Run-3 ATLAS expects a growth of processing and analysis capacity of a factor of ~2 following the long-term trend of a 15-20% increase of resources per annum for both storage and CPU. These processes will either fetch data from storage and/or produce new datasets for storage. The architecture of the distributed system is changing, with an increased concentration of storage at fewer sites and the emergence of diskless sites with larger sites needing to serve remote CPUs. Consequently, there will be an additional increase in the bandwidth requirements. The overall computing model in terms of formats, versions and selections was revised for Run-3 with the creation of a new type of “derived AOD” (DAOD) dataset type, to be used by most ATLAS analysis groups. User analyses will access these DAODs directly over the network, which needs to be able to handle a fast analysis turnaround time. 

This means that on the 4-5 year timescale, that the large (“nucleus”) ATLAS sites (QMUL, Manchester, Lancaster and Glasgow) will need at least ~ 40 Gbit/s for the Tier-2 traffic alone (and hence a greater capacity at the campus site overall).  It is possible that some of these sites may require 100 Gbit/s on this timescale. The UK needs to monitor the rate of growth of the network bandwidth at the larger ATLAS sites.

For the smaller lower storage (“satellite”) sites, operational considerations require the site to have a demonstrated connection to a nucleus site of greater than 800 Mbp/s. In the UK, the satellite sites are actually relatively large and should be able to provide connections to ~4 UK nucleus sites, with a weak scaling with the processing capacity available for ATLAS. Therefore, a bandwidth of 2-4 Gbit/s at the smaller sites should be sufficient with headroom for other traffic.
The summary for ATLAS expected by 2024 is shown in Table 1. The equivalent DC bandwidth is shown just to set a scale.  
	What
	Volume moved in UK per-year (PB)
	Equivalent DC bandwidth (Gbit/s)
	Peak (if known) (Gbit/s)

	Reconstruction
	5
	1.25
	2.5

	Derivation
	50
	12.5
	25

	Monte Carlo
	28
	7
	14

	Analysis
	100
	25
	50

	Total
	183
	44
	91

	
	
	
	

	Tier-1 requirement
	
	40
	

	Tier-2 (large) requirement
	
	40
	

	Tier-2 (other) requirement
	
	2 – 4
	


[bookmark: _Ref78789397]Table 1 :ATLAS input figures. The final rows are the overall estimate of scale for Tier sites
CMS
CMS’s networking requirements are somewhat harder to estimate over this time frame. This is because CMS has traditionally traded network connectivity with disk provisioning and so requests substantially less disk than ATLAS but uses proportionately more network bandwidth. CMS treats Tier-2 storage as renewable caches and manages the number of copies of a dataset available on disk by the popularity of that data set. As part of this CMS makes heavy use of AAA (Any data; Any time; Any-where), which allows data hosted at one site to be analysed and processed at another. This is now heavily used and is, for example, how “pile up” events (events that provide a background to those of physics interest) are distributed to the sites generating Monte Carlo simulated events. In addition to this, data analysis patterns have changed within CMS with (almost) universal adoption of smaller data formats, with the miniAOD being used for ~70% of analyses and the even smaller nanoAOD being used for ~30% of analyses with the full AOD now hardly used at all.
Figure 2 shows the network usage from the file transfer service (FTS) by the LHC experiments to UK endpoints covering the Run-2 period. FTS is used for the bulk transfer of data by the LHC experiments. It is clear that while there are far fewer CMS sites than ATLAS sites in the UK the overall throughput is similar. It should be noted that this plot does not include AAA traffic that uses xrootd rather FTS.
Within the UK the CMS sites of RAL, Brunel and Imperial have formed a proto-datalake whereby data hosted by any one of them is seen as local to all UK sites by the analysis system. These data are then shared over AAA. This enables the very efficient use of UK disk space at the expense of increased networking. 
The approach being taken by CMS centrally is that at the start of Run-3, conditions will be such that CMS will require resources (including networking) comparable with those used during Run-2. CMS will then monitor usage in 2022 and refine predictions based on the results of this monitoring.
In the UK CMS makes use of the Tier -1 site at RAL and has one large Tier-2 site at Imperial with medium sized Tier-2 sites at Brunel and RAL-PPD. Through AAA CMS is also able to utilise unused cycles at other, non-CMS sites (referred to as opportunist Tier -3 sites). In the light of the uncertainties outlined above perhaps the most pragmatic might be to copy similar numbers to ATLAS as shown in Table 2.
	What
	Equivalent DC bandwidth (Gbit/s)

	
	

	Tier-1 requirement
	At least 40

	Tier-2 (large) requirement
	At least 40

	Tier-2 (medium) requirement
	20

	Opportunistic Tier 3
	2 - 4


[bookmark: _Ref78789480]Table 2:CMS input figures. The final rows are the overall estimate of scale for Tier sites

[image: ]
[bookmark: _Ref78194548]Figure 2:  FTS transfers to UK endpoints. The data taking period of Run-2 is clearly visible when ATLAS and CMS rates are similar, before CMS drops off at the end of data taking. This plot does not cover CMS AAA traffic that passes that uses xrootd rather than FTS
Imperial and RAL already have 100 and 200 Gbit/s connections. It is important to note that the CMS infrastructure was readily able to use the increased bandwidth at Imperial College when it was increased from 40  to 100 Gbit/s. Figure 3 shows the total inbound data rate to Imperial after the 100 Gbit/s connection was activated in 2019. The initial bump is caused by testing. The prolonged period of data transfer seen afterwards is the transfer of a CMS data set to Imperial.[image: ]

[bookmark: _Ref78195023]Figure 3: Plot showing data transfers into Imperial after 100 Gbit/s link was commissioned. 
LHCb
LHCb has had a major upgrade to the detector components and the introduction of an all-software trigger, with the bulk of reconstruction performed within the trigger farm. During hours of data taking, 10 GByte/s output is expected to be produced by the LHCb trigger farm. Tier-1 sites will be involved in a first pass of sprucing and then an end of year sprucing of data, a process which replaces stripping in this model.  
The estimates below are based on plans for 2022 as a representative full year of Run-3 data taking for LHCb. The overall network use is expected to stay approximately at the same level for the remainder of Run-3. In 2022, LHCb expects to record 126PB of data with one copy of this retained at CERN and another distributed among the Tier-1 sites. The majority of further processing of data is done at the Tier-1 which will hold that subset of data on tape, but during the end of year re-sprucing, another 11PB of data read back from CERN tape will be sent to the Tier-1 sites for processing. This leads to a total of 137PB of data to be transferred to Tier-1 sites per year, or 31.5 PB for the UK. Assuming half the data at UK Tier-2D sites is replaced each year leads to transfers of 0.9PB to them. LHCb does not intend further data movements, and in any case, it is only a small part of the overall UK LHC resource usage. 
Simulation jobs will run on any Tier level and for sites without storage the output data will be uploaded to a topologically close storage site. User analysis jobs requiring input data are executed on sites with storage (Tier-1, Tier-2-D) aiming to retrieve the local replica for processing and only in case of non-availability will fall-back on a remote storage. The summary for LHCb expected by 2024 is shown in Table 3.
	What
	Volume moved in UK per-year (PB)
	Equivalent DC bandwidth (Gbit/s)

	Data
	32.4
	10.3

	Monte Carlo
	0.5
	0.2

	Analysis
	0.5
	0.2

	
	
	

	Tier-1 requirement
	
	10

	Tier-2 requirement
	
	1 – 4


[bookmark: _Ref78789587]Table 3:LHCb input figures. The final rows are the overall estimate of scale for Tier sites.

First look at scale of HL-LHC requirements  and Data-Challenges
The WLCG, in conjunction with the LHCOPN group, recently drew up a top-down assessment of bandwidth requirements for the HL-LHC planned for 2027+. These number are presented in the Table 4 for all Tier-1 sites.

[image: Table
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[bookmark: _Ref78789687]Table 4: WLCG Long term projections.
These numbers are based upon the assumption that at the HL-LHC both the ATLAS and CMS experiments will produce ~350 PB of RAW data per year, leading to the traffic from CERN to the Tier-1s for RAW data to be ~400 Gbit/s per experiment assuming export in quasi-real time. Those numbers do not include other data formats and represent a flat usage. For ALICE and LHCb an extra 100 Gbit/s per experiment is added. On top of this are headroom factors are applied. We present the numbers verbatim to show the scale being discussed within the LHC

The numbers in the table would indicate that for the UK Tier-1 a likely scale of requirement is 500 Gbit/s after 2027 in the minimal scenario and possibly even 1000 Gbit/s in an extended scenario (but currently unproven).
A set of data challenges is foreseen leading up to this time based upon a fraction of these numbers. The final target scales for HL-LHC data challenges for the RAL the Tier-1 are shown in Table 5. 

	
	2023
	2025
	2027

	Bandwidth scale for RAL Tier-1 (Gbit/s)
	90 (data challenge)
	180 (data challenge)
	500 (operation)


[bookmark: _Ref78789803]Table 5: WLCG Data challenge scale for the RAL Tier-1.
TIER-1 usage and connectivity    
External connectivity to the Tier-1 is currently provided by two separate routes.  Directly to the site border routers or via the site core (and therefore also through the site firewall).  Access to Tier-1 storage (Castor / Echo) goes directly to the border routers, while other traffic goes via site core.  From the site border routers traffic can go to CERN or the other Tier-1s via the LHCOPN link.  All other traffic goes to Janet.

In December 2020, the LHCOPN link was upgraded from 3 x 10 Gbit/s links to a single 100 Gbit/s link.  At the same time an additional 40 Gbit/s link was added between the Tier-1 and the border routers.  At present the 100 Gbit/s link cannot be fully utilized currently as there are only 2 x 40 Gbit/s links connecting the Tier-1 to the site border router where the LHCOPN connection lands.

[image: ]
Figure 4 shows the network traffic down the external links to the Tier-1 from June 2020 to June 2021.  These links are separate so the total traffic in and out of the Tier-1 is the sum of all of them.
a: Shows the traffic between the Tier-1 and the Site core.  The average inbound traffic via this link is 9.21 Gbit/s, while outbound it is 1.07 Gbit/s.  The red lines on the plot show the 95th percentile which is 14.66 Gbit/s inbound and 2.66 Gbit/s outbound. 
b: Shows the traffic between the Tier-1 and the site border routers.  The average inbound traffic via this link is 8.00 Gbit/s, while outbound it is 8.79 Gbit/s.  The red lines on the plot show the 95th percentile which is 13.30 Gbit/s inbound and 16.67 Gbit/s outbound.
c: Shows the traffic between the Tier-1 and the site border routers via a second 40 Gbit/s link that was installed in December 2020.  The average inbound traffic via this link is 7.24 Gbit/s, while outbound it is 6.50 Gbit/s.  The red lines on the plot show the 95th percentile which is 12.56 Gbit/s inbound and 11.38 Gbit/s outbound.


Figure 4 above shows the network throughput for the 3 links out of the Tier-1 for the last year.  Plot a. is the link via the site core, which averages 9 Gbit/s coming into the Tier-1.  This includes all traffic to anything on the RAL site including the PPD Tier-2.  This is primarily from Worker Nodes downloading data from external sites.  Since July 2020, it was observed that the site firewall was overloaded (party due to increased working from home due to the pandemic) and Worker Nodes were struggling to access off-site data.  In April 2021 the firewall was upgraded and there was instantly a significant increase in the amount of data being downloaded with the 40 Gbit/s link effectively being saturated for several days.  The amount of data being downloaded from off site is highly dependent on experiment workloads and it is predicted that with the new hardware procured for the Tier-1 in 2020 that off-site data access could peak as high as 70 Gbit/s.

Plot b. and c. are the links directly to the site border routers.  The second link, shown in plot c was added in December 2020, which is why there is no traffic before.  Since the upgrade the total bandwidth has averaged 15 Gbit/s while staying below 25 Gbit/s 95% of the time.  These measurements have been taken during the long shutdown.  During Run-3 data taking the network throughput is expected average 50 Gbit/s from CERN.

The site connection to Janet was upgraded in March 2020 to 200 Gbit/s with a geographically resilient 200 Gbit/s backup link.  Should there be an outage to the LHCOPN link, data transfers to/from CERN will be routed over the Janet link.
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Figure 5: Traffic to RAL via the LHCOPN Link 

Figure 5 above comes from the CERN monitoring and shows the throughput via the LHCOPN.  There is a clear increase in the maximum throughput observed since the December 2020 upgrade.


Capacity Planning

Predictions from the WLCG indicate that 
· The existing 200 Gbit/s Janet link is adequate for Run-3.
· The Janet connectivity will need to be upgraded to 400 Gbit/s by the start of HL-LHC in 2027.  Given this link is shared with all other users on the RAL site, the link is likely to need to be 800 Gbit/s.  
· The LHCOPN is likely to need upgrading to 200 Gbit/s during the second half of Run-3.  The LHCOPN will need to be upgraded to 400 Gbit/s by the Start of HL-LHC in 2027.  


Tier-2  connectivity  

Table 6 below summarises, for each Tier-2, the Institute connection to Janet, and the Tier-2 site connection itself. Comments have been solicited from all site admins and are also shown in the table. Current Tier-2 connections range between 4-20 Gbit/s.

· In the next two years, the large Tier-2 sites (Glasgow, Imperial, Lancaster, Manchester, QMUL, RAL)  are set to require at least 40 Gbit/s connections for Tier-2 traffic alone, and more likely 100 Gbit/s. Several of them already have 100 Gbit/s connections and the others are in discussion.

· We expect the other (medium and small) sites, for the most part, to require between ~10-20 Gbit/s for Tier-2 traffic. 

· However, some of the other tier-2s are somewhat larger and may soon require 40 Gbit/s. Individual cases can be made where appropriate.





	
	
Janet Connection

	
Tier-2 Connection
	
Forward look
	
Comment from Site Admin

	
	
	
	
	

	
	
	
	
	

	UKI-SCOTGRID-GLASGOW
	2 × 10 Gbit/s
	40 Gbit/s
	Preliminary discussions (requirements gathering) underway between campus IT Services and Janet.
	Current traffic bypasses firewalls with a minimal set of ACLs to restrict certain protocols.

	UKI-NORTHGRID-MAN-HEP
	100 Gbit/s shared
	10 Gbit/s + failover currently directly to Janet
	40 Gbit/s + failover (?)
	Site will bypass all the university firewall.

	UKI-NORTHGRID-LANCS-HEP
	40Gb (4x10) + two 10Gb link
(one temp, one backup used by the Tier 2)
	Exclusive use of the 10Gb link.
	Tier-2 has a pending upgrade to 40Gb. Within the next few years will update to 100Gb.
	Site outside the University firewall.


	UKI-LT2-IC-HEP
	100 Gbit/s
	100 Gbit/s shared
	
	

	UKI-LT2-QMUL
	  2* 20 Gbit/s
	2* 20 Gbit/s
	Expect 100 Gbit/s
	The University are working on 100 Gbit/s WAN connection. We expect the Tier 2 will have a 100 Gbit/s link with maybe some QoS limits. A data transfer zone is also expected to be implemented.

	
	
	
	
	

	UKI-LT2-Brunel
	 8 x 10G
	4 x 10G
	All internal network moving to 100G
	Covid delayed network upgrade finally started (May/2021).

	UKI-LT2-RHUL
	 1x10 Gbit/s plus second 10 Gbit/s backup link
	1x10 Gbit/s plus second 10 Gbit/s backup link, dedicated and separate to the institute connection above
	Network manager is in discussions at an early stage with Jisc to get a 100 Gbit/s link, but this may be shared with other users on campus.
	Tier2 has dedicated Janet links which bypass the campus firewall. College occasionally expresses concern about cost implications of our (future) network requirements.

	UKI-NORTHGRID-LIV-HEP
	 2x10G (plus failover 2x10G)
	1x10G shared, upstream limited to 3G
	Hoping to have the upstream throttle removed eventually. Campus network being upgraded to 40/100G.
	All traffic through university firewall, but with reduced ACLs. No interest from university in providing bypass/DTZ.


	UKI-NORTHGRID-SHEF-HEP
	None shared 1 x 10Gbps link for LHC / Grid / HPC

	1 x 10Gbps uplink

	No bandwidth upgrade is planned for LHC / Grid / HPC activities.
	All routes through Institution firewall.

	UKI-SCOTGRID-DURHAM
	 10Gbps (Technically there’s multiple 10Gbps,
we just have one dedicated to us)
	10Gbps
	Moving to 2x 10Gbps in 2021. Pushing for minimum of 40Gbps by 2022/2023. Wanting to aim for 100Gbps by 2025.
	Dedicated Science DMZ

	UKI-SCOTGRID-ECDF
	100GB to ACF facility
	10G currently
	Plans to improve uplink to EDDIE (Edinburgh Tier2) compute to 20G in 2021, not yet clear if we will get 10G or 20G to/from site storage after this work is completed.
	University perimeter firewall gets grumpy when not using valid certificates, but otherwise ntr.


	UKI-SOUTHGRID-BHAM-HEP
	10 Gbit/s
	10 Gbit/s
	Hoping to fix issue with second 10 Gbit/s link bond to get up to 20 Gbit/s
	Grid site is completely outside Uni firewall. Technically, if the uni has problems with their connection they would use ours but that’s never happened.

	UKI-SOUTHGRID-BRIS-HEP
	
	3 x 10 Gbit/s (10 Gbit/s dedicated + a bit extra)

	. 100 Gbit/s
	

	UKI-SOUTHGRID-OX-HEP
	4 x 10 Gbit/s
	1 x 10 Gbit/s dedicated
	
	University has 20 Gbit/s (Actually 2*10) with 20 Gbit/s failover. Grid site has to share the normal routing so in effect is sharing a 10 Gbit/s link for any single transfer

	UKI-SOUTHGRID-RALPP
	2x100 Gbit/s Active + 2x100 Gbit/s Passive Connections
	2x40 Gbit/s from T2 router to the Border routers but 2x10 Gbit/s bottleneck to the T2 Router
	Hardware procured at the end of last FY to upgrade the T2 router to 2x100 Gbit/s to the Boarder Routers and 2x100Gb downlink. Discussing connections to the Tier 1 as their network design finalises
	Tier 2 Network is a DTZ and is connected to LHCONE

	UKI-SOUTHGRID-SUSSEX
	3 x 10Gbs
	1 x 10Gbs shared
	Network modernisation project about to start
	


[bookmark: _Ref78790174]Table 6: Network connectivity to Janet and forward look from each Tier-2 site.


IPv6 readiness     
The IPv6 status of each Tier-2 is shown in Table 7.
	
	IPv6 Ready
	Description/Comments

	UKI-RAL-Tier1
	Yes

	Tier-1 is running IPv6 on production network
Services already in dual-stack mode: squid, CVMFS Stratum1, CMS xroot redirector
Services to go dual stack by end of 2017: FTS, Echo, Frontier, GOCDB. Other services early 2018 
All hosts dual-stack by default by April 2018

Tier-1 IPv6 data to Janet via bypass at 10 Gbit/s  
Tier-1 IPv6 data to CERN T0 via OPN using standard link 
Tier-1 other IPv6 to site via 10 Gbit/s (dedicated failover pair) 
Tier-1 other IPv6 to Janet via firewall

	UKI-LT2-Brunel
	Yes
	

	UKI-LT2-IC-HEP
	Yes
	IC is fully IPv6 dual stack.

	UKI-LT2-QMUL
	Yes
	Full IPv6 connectivity for storage and compute.

	UKI-LT2-RHUL
	No
	Networks team is overstretched and cannot cope with our request.

	UKI-NORTHGRID-LANCS-HEP
	Yes
	Not on compute

	UKI-NORTHGRID-LIV-HEP
	None, except for perfsonar servers.
	Awaiting university router hardware to be upgraded to allow production IPv6 throughput.

	UKI-NORTHGRID-MAN-HEP
	yes
	Outgoing IPv6 traffic on all machines, incoming IPV6 traffic only on storage.

	UKI-NORTHGRID-SHEF-HEP
	currently only on perf sonar
	intention to deploy wider in the future.

	UKI-SCOTGRID-DURHAM
	Yes
	Institute isn’t IPv6 at all but as we have a dedicated connection and DMZ, we managed to implement it first.

	UKI-SCOTGRID-ECDF
	Yes
	Broadly just works within the university

	UKI-SCOTGRID-GLASGOW
	Site has IPv6 allocation
	IPv6 routed to production cluster for perfSONAR. Networking at campus level is currently under review pending future refresh. IPv6 is currently not routed in hardware, so should be avoided for performance-critical operations (e.g. storage access).

	UKI-SOUTHGRID-BHAM-HEP
	Can route traffic but can’t assign names
	Uni IT says they are unable to do IPv6 DNS assignments. This may have changed recently after a change to their DNS/DHCP management systems though they still seem to be having trouble.

	UKI-SOUTHGRID-BRIS-HEP
	yes
	Internally IPv4 (actively disabled IPv6) due to software restrictions (storage system)

	UKI-SOUTHGRID-OX-HEP
	No
	

	UKI-SOUTHGRID-RALPP
	Yes
	All Grid nodes (including worker nodes) are Dual Stack. No plans for IPv6 only nodes yet.

	UKI-SOUTHGRID-SUSSEX
	Yes
	


[bookmark: _Ref78790277]Table 7: IPv6 status of each Tier-2 site.








LHCONE  statement 
Imperial College and RAL-PPD Tier-2 sites are already connected to LHCONE

The RAL Tier-1 is imminently joining LHCONE (expected Q3 2021).

At this point GridPP is not requesting that other Tier-2 sites join LHCONE. 

However, if sites wish to discuss joining LHCONE with their network group, and if subsequently they would wish to join LHCONE, then GridPP will happily endorse this. Any small costs incurred for equipment should be taken from the equipment funding tranches.


PerfSONAR  statement 
GridPP continues to upgrade its PerfSONAR monitoring infrastructure.  The current status is represented by the meshes below for IPv4 and IPv6 resp. 

[image: ][image: ]

Jisc  liaison

GridPP is in constant liaison with Jisc, including a shared position. GridPP acknowledges and thanks Jisc for its continued proactive engagement in the LHC. 

Jisc is in close communication with GridPP about its anticipated networking requirements and is taking these into account in the capacity planning of the Janet network.

It is tracking the level of networking resources being discussed by the various communities that GridPP is involved with, most significantly the WLCG at its LHCOPN/LHCONE meetings. Jisc is aware of the significant data rates expected with the advent of the High Luminosity upgrade to the LHC. It is also aware of the data challenges being planned by the WLCG from 2021 leading up to the start of the HL-LHC in 2027, which are aimed at demonstrating the ability of the WLCG to transfer data at increasingly high throughputs.

There is an ongoing programme of upgrading the connections of individual GridPP sites to the Janet network as and when requirements indicate it is appropriate.



Summary of requirements  


Whilst the nature of bandwidth estimation is imprecise, and depends heavily on the evolving computing models, the LHC schedule, and arbitrary headroom factors, the information provided above sets a scale for the aggregate bandwidth requirement by 2024 as:

Tier 1: 200 Gbit/s  
Tier-2 (large): 100 Gbit/s 
Tier-2 (other): 10-20 Gbit/s   (and in some cases 40 Gbit/s)
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FR-CCIN2P3 13 10 14 15 448 56 58 562 1124
IT-INFN-CNAF 9 15 26 24 472 105 95 673 1345
KR-KISTI-GSDC 0 0 12 0 0 50 0 50 99
NDGF 6 0 8 0 111 31 0 142 285
NL-T1 7 0 3 8 143 12 34 188 376
NRC-KI-T1 3 0 13 5 51 51 21 123 247
UK-T1-RAL 15 9 3 27 472 10 109 591 1183
RU-JINR-T1 0 5 0 0 103 0 0 103 207
US-T1-BNL 23 0 0 0 453 0 0 453 906
US-FNAL-CMS 0 45 0 0 909 0 0 909 1817
(atlantic link) 1362 0 0 1362 2723

Sum 100 100 100 100 4000 400 400 4800 9600
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