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Two weeks ago Dr. Terry Watts, our Grid Collaborator from Rutgers University, visited for a week in order to set up a testbed system locally at Oxford University to implement our GLOBUS development project as outlined at URL: http://webnt.physics.ox.ac.uk/CDF/Documents/CDFGrid/cdf_grid.htm.

During this visit we accomplished the following tasks related to the installation of the CDF analysis environment and Globus.

· Installation of the CDF environment

· Installation of the GLOBUS tool kit.

· Configuration of the LDAP server and the backend scripts. Demonstration of access to the CDF metadata store at Fermilab through the local LDAP server (via the Oracle Network Client).

· Installation of the Disk Inventory Manager. Demonstration of its ability to move data transparently from one disk area to another under control of the stager application.

· Identification of a mechanism whereby the stager database can be extended to allow a new stager method to be added. This will be used to call out to code designed to fetch data across the network using grid-enabled FTP.

The implementation of a specific platform for stressing the Grid toolkit with a true end-to-end use case brings with it a whole host of detailed issues that we feel might need attention. Setting these nodes up is rather complex and we have encountered, and started to work around many issues. Automation of the setup of the complete environment is essential if the code is to be run on many distributed nodes.

Specifically:

· Databases. Within the CDF environment code may need access to local MSQL or MySQL databases or access to remote Oracle databases via the network client. Installation of this software needs to be automated. It may be an advantage to only implement network database client software on the hosts and to provide database servers externally to the compute farms. This may help to simplify the setup. 

· Where databases are local or other information needs to be published, LDAP servers need to be installed.. We hit a version problem with LDAP servers whereby the latest version requires a complete schema for the LDAP directory tree. Older versions did not need this. Effective distribution and bundling of the metadata server will need work.

· A data management system had to be installed. In this case it was called the Disk Inventory Manager. Presumably every application will have its own method or model of efficient data management. Should Datagrid apply effort into providing a uniform Data Management system framework so that future applications maintain uniformity? Is this actually even possible across the range of scientific endeavour?

Despite the progress that was made we are very much resource limited. We will continue to apply ourselves as our funding and resources allow.
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